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Innovation : A world of new parameters
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3D NAND Scaling Trend 
How we increase storage capacity
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3D NAND Scaling Trend 
How we increase storage capacity

3.5x more layers in 3D NAND has doubled tunable parameters – driving up tuning complexity.
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Legacy Trim Optimization
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Engineers choose tuning parameters based on their knowledge and experience. 
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Param E
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On-The-Fly Trim Optimization (OFTO)
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OFTO is implemented into the 3D NAND parameter tuning process using the BO algorithm.
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Bayesian Optimization (BO)
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On-The-Fly Trim Optimization (OFTO) Method Comparison
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OFTO enables one-shot optimization of 15 parameters, something legacy method cannot achieve. 
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Implementation & Benefits
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OFTO ~20% ~1.4% ~80% 
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Reliability and Performance

Margin Comparison 
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OFTO enhance optimization efficiency while improving chip reliability and performance.
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Key Technical Insights
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OFTO accelerates scaling, paving the 
way for 1,000-layer 3D NAND.

Trim Parameter will continue to rise 
with increasing device complexity.

Scaling Innovation is essential for 
future 3D NAND demand.
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