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Exponential Growth of Machine Learning Market

Breakthroughs in deep learning:

Computer Vision

Natural Language Processing (NLP)
Game Playing (Go, Atari)
Autonomous Vehicles Control
Advertisement Placement

Drug or Material Discovery

Large Language Models (ChatGPT)

the |
social
dilemma

Cloud Al Finance Telecom Intelligent Surveillance Smart Retail

® Deep learning has extended its application to multiple aspects of our daily life.

® Machines are getting better at tasks typically done by humans.
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Transistor Scaling Falling behind Demand

Single Transistor Level Improvement

Al Model Computing Performance Requirement

5nm

+15% perf @ same power

1.8x in density
-30% power @ same perf

7nm

+40% perf @ same power

3.2x in density
-60% power @ same perf

16nm
2016 2018 2020

https://www.tsmc.com/english/dedicatedFoundry/technology/logic
https://en.wikipedia.org/wiki/5 nm_process
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A. Mehonic and A. J. Kenyon, “Brain-inspired computing needs a master plan,” Nature,
vol. 604, no. 7905, pp. 255-260, 2022, doi: 10.1038/s41586-021-04362-w.

Electronics approaching physical limits, hitting walls on power, communication and memory access

Al model and its computing resource requirement is increasing at a much quicker pace

Large language models cost millions of dollars to train
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Photonics Introduces New Computing Paradigm

Optical Compute Optical Fabric

Process Data Share Data

AN
Special Purpose Accelerators: Flexible Topologies: Access to more Memory:
® NP Complete Problems ® Low Latency Interconnect ® High Bandwidth Memory Pools
m 100X faster than GPUs m Greater Density/Less Power m Rack to Rack Connections
® Lower TCO m Simplifies SW Development ® Lower cost of Model Training
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Optical Compute (0MAC) N7

* Very Low Latency Compute using Optical MAC
* Solves Compute Problems not addressed by CPU, GPU, XPU
* Enables 10-1000X Performance Advantage to lower Al/ML training costs
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Optical Network-on-Chip (oNOC) \\”7

System-in-package (SIP)
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Full mesh 2D Torus

Power and latency are independent of distance
Inter-chiplet connectivity no longer limited to nearest neighbors
Enables higher density and higher performance compute
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Optical Fabric Interconnect (oNET)

CXL Optical
Electronic chip
e —. IR
Photonic chip
. ] ]
CXL Two chips CXL
Electrical Electrical
One logical retimer
Use Cases Benefits
Memory appliance to reduce Large Enable across-rack compute resource sharing
Language Model (LLM) training time but with intra-rack performance
GPU appliance and system clustering to Boost utilization of devices (CPU, GPU,
boost Al/ML model performance memory, storage, etc.)

Make on-premise deployment flexible
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Scaling Compute with Photonics

* Al and Large Language Models will
continue to consume more compute e
fE o L Eol (9] (9l —
* New approaches and technology are S o =
T £F £F &l ) =5 = £ =+ ==

needed to continue to scale i E

* oMAC, oNOC and oNET platforms are o R =5 H B S slateiee
roviding value to our partners S 8 H 5 s
p g p DRAM Node Storage Node )
* |s photonic compute in your strategic
plan?
oMAC: Optical Multiply Accumulate Operation oNOC: Optical Network on Chip ONET: Optical Inter-Chip Networking
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